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B
efore lawyers or businesses attempt 

to reliably make use of generative AI, 

they should know how it works, at 

least at a high level, and have some 

foundation in the law that addresses how 

generative AI operates. This article provides a 

high-level overview of the current technology, 

walks through how the current law might apply 

to the way generative AI is built, and poses 

questions about whether and how the law may 

adapt to accommodate this rapidly changing 

technology. Future articles in this series will 

delve into the potential limitations, risks, and 

legal issues specific to end users, including 

attorneys. These issues are being presented in 

multiple segments partly due to the size of the 

topic, but also because technology is changing 

so rapidly that it is likely new developments will 

require further comment.

Introduction to Generative 
Artificial Intelligence
Intelligent robots in popular culture have been 

portrayed as rigid and emotionless. Although 

computers showed superhuman skills in math-

ematical tasks, authors blithely proclaimed that 

humans still had the edge in creativity and that 

emotion and creative invention were beyond 

the reach of mere computer code. Yet, humans 

have been using the circuit board as a canvas 

for decades. We have created digital art, used 

word processors to create novels and legal 

briefs, used computer graphics for our movies, 

and used software to touch up our photos. 

We have even created entirely new forms of 

art, like video games, that depend entirely on 

computers for their existence. Our species 

has been using complicated arrangements of 

silicon for creative purposes practically since 

the moment we first shot lightning through 

them. In retrospect, then, it should not be all 

that surprising that computers are more capable 

of creative expression than supposed. 

Programmers have not determined the 

precise algorithm for creative thought. To 

date, no one has been able to program the 

explicit instructions for a computer program that 

generates Expressionist paintings on command 

or writes a legal brief at the level of a human. 

Strangely, we may have created it anyway. 

Largely out of the public eye, researchers have 

sidestepped the design problem by inventing 

ways to train software to solve problems without 

needing to figure out the solution in advance. 

Prior thoughts about the limits of artificial 

intelligence may have really been about a 

human being’s inability to articulate instructions 

and not actual limits on what computers can 

really do.

The public only saw glimmers of the progress 

being made in the last few decades when 

a program was able to play chess or win at 

Jeopardy.1 As of late 2022, however, artificial 

intelligence that can generate creative works 

that appear to have been created by a human 

(generative AI) has clearly seized the public’s 

attention. Stable Diffusion, an open-source 

generative AI program that can turn text inputs 

into art or photographs, was released in August.2 

ChatGPT, a type of AI that can respond to text 

prompts in an uncannily human manner, was 

released to the public in November.3 Both have 

been the subject of intense interest.

One jaw after another has dropped as people 

realize how far the technology has come.4 

Despite the limitations of the current software 

and warnings from major tech CEOs, politicians, 

and researchers alike about how disruptive and 

potentially dangerous artificial intelligence is 

becoming,5 the business world is now in a race 

to develop a technology that promises to change 

how white-collar work is done.6 Surveys report 

that some businesses are already replacing 

workers with AI despite warnings that ChatGPT 

in particular is unreliable and shouldn’t be 

trusted for “anything important.”7 Perhaps 

unlike other recently hyped technologies like 

virtual reality, NFTs, or blockchain, generative 

AI appears to be game-changing. 

Any task that requires producing written 

or other creative work is potentially affected 

by generative AI. Google and Microsoft are 

now racing to implement the technology in 

their office suites.8 New companies are selling 

or using AI in tools such as virtual personal 

assistants, writing guides, candidate screening, 

or customer service.9 But, as with any disruptive 

new technology or automation, some will be 

harmed by the resulting changes in supply 

and demand.10 Some artists, programmers, 

writers, and yes, lawyers, may be worried by the 

availability of technology that can do at least a 

superficially good job of replicating their work 

product at a lower price. 

The law now must grapple with the questions 

raised by widespread use of software that can 

produce human-seeming creative works on 

demand. Copyright law, the major area of law 

that protects creative works in the United States, 

does not currently have clear answers for how 

generative AI may be trained or used, whether 

works created using generative AI have copyright 

protection, or many other questions. Copyright 

is a flexible area of law and can evolve with new 

technology. Still, it remains to be seen whether 

and how the law can adapt to the challenges 

of generative AI and what legal framework will 

best integrate this new technology into society.

Lawyers have a special interest in generative 

AI because it seems capable of performing or 

assisting with many of the mechanical aspects 

of law practice, such as document review, legal 

research, legal writing, and blogging. 

This is the first in a multi-article series discussing the legal implications of using computer programs that 

mimic human creativity. This article describes how the current generative AI technology works, examines potential 

legal challenges under the Copyright Act, and introduces questions to consider as this technology develops.
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LexisNexis, one of the leading legal research 

services, has announced generative AI func-

tionality allowing lawyers to ask for simple legal 

briefs, letters, and other written material with 

citations.11 According to Chief Product Officer 

Jeff Pfeifer, Lexis anticipates a commercial 

release of its AI-powered search, writing, and 

research capabilities within LexisNexis in late 

summer 2023.12 In the meantime, he noted 

that the “[t]hing that scares me most is the 

amount of experimentation I’m seeing without 

understanding the technical infrastructure 

of the model setup.”13 Even if the tools are 

not powerful enough to replace associate 

attorneys just yet, some law firms are already 

experimenting with incorporating generative 

AI into their practices.14 

Overview of the Technical Details 
of Generative AI 
Understanding the capabilities and limitations 

of generative AI starts with knowing how the 

technology works, at least at a very high level. 

Generative AI programs are generally trained by 

presenting a neural network15 with a large body 

of preexisting data and engaging in some form 

of repetitive machine learning to encourage the 

network to develop relationships between text 

input and particular output that fits the training 

data. There are different techniques within the 

umbrella of machine learning, but in general 

this entails seeing how well the existing model 

does and then adjusting the neural network 

in a direction that would have produced a 

better result. This process is then iterated a 

mind-bogglingly large number of times until 

the network gradually produces results that 

closely match the training data.16 The resulting 

trained network is called a “model.”

Current generative AI models require mas-

sive dumps of training data, largely collected 

from public sources on the Internet, in order 

to use this training process. The kind of data 

used depends on the purpose of the model 

being trained. Generative AI models that read 

and write human language are called large 

language models (LLMs) and are generally 

trained on large text databases curated to ensure 

the program gets a good sample of the kind of 

writing it is intended to simulate. ChatGPT, an 

LLM that seeks to emulate a virtual assistant, 

was trained on 570 gigabytes of text obtained 

from “books, webtexts, Wikipedia, articles, 

and other pieces of writing on the internet.”17 

GitHub CoPilot, a computer code model, was 

trained on “natural language text and source 

code from publicly available sources, including 

code in public repositories on GitHub.”18 The 

training data used for other LLMs are being 

kept secret by their creators, but probably also 

consist of enormous text dumps of similar 

writings.19 Generative AI programs dealing with 

images, video, or music are being trained on 

large datasets that are paired with text descrip-

tions. Image-generating programs are trained 

using large sets of images together with text 

descriptions, such as LAION-5B or CIFAR-10, 

scraping images from the World Wide Web.20 

Video-generating programs are trained by using 

sets of narrated videos, again matching video 

data with text.21 Music-generating programs 

can be trained on large datasets of music files.22

After initial training, models often are next 

put through a period of fine-tuning by using 

adversarial training or other techniques to warp 

the model in the direction of the desired final 

behavior. An LLM, for example, is first trained 

to accurately predict the next word23 by testing 

it based on its training data. Then, it may be 

taken through a period of human-assisted 

reinforced learning involving a human subject 

ranking their satisfaction with the output of the 

LLM24 or further training on a specific kind of 

writing to encourage the model to generate 

text of that kind.25 The LLM ends up with a 

remarkable ability to predict the next word 

based on what it saw in its training data and 

what the human-based feedback preferred.26 

Similar kinds of fine-tuning can be done for 

other kinds of models.

Because the final form of the model was not 

designed in advance, but just emerged from 

guided, gradual modification based on the 

training data, no one initially understands the 

internal structure of the final model. No one 

knows what kind of algorithms or program-

ming tricks emerged inside the model, in a 

pure mathematical form, that ended up being 

successful at the task for which the model was 

trained.27 This means that the output of the 

model cannot be perfectly predicted. Indeed, 

there may be fundamental reasons to think that 

a perfectly predictable and reliable model is 

technically impossible.28 Even after fine-tuning, 

the behavior will be unpredictable. For example, 

LLMs sometimes produce sensible-sounding 

but factually inaccurate information called a 

“hallucination.”29

The US Copyright Act
Even though the data used to train generative AI 

programs is publicly available online, that does 

not mean all the data is in the public domain. 

Some of it appears to have been protected 

intellectual property. Thus, the fundamental 

question about the legality of current generative 

AI programs is whether programmers should 

be allowed to train models on protected works 

of the kind they seek to replace. Three lawsuits, 

filed in California and Delaware, are seeking to 

resolve this question: Anderson v. Stability AI, 

LTD,30 Doe v. Github, Inc.,31 and Getty Images 

v. Stability AI.32 While each case has slightly 

different issues and arguments, each of them 

primarily focuses on the US Copyright Act (Act). 

Their focus on the Copyright Act is ap-

propriate. The Act33 protects various kinds of 

creative works, including the data used to train 

generative AI. Literary works, musical works, 

dramatic works, pictorial and graphic works, 

and sound recordings are all examples of the 

kind of work subject to protection.34 The Act 

also protects extensions of these ideas into new 

media, such as computer programs.35 Even a 

program that arguably has only a mechanical 

or utilitarian role, such as an operating system, 

may be entitled to copyright protection.36 

The Copyright Act is also important because 

it likely will preempt any state law claims that 

creative lawyers might rely on. Copyright is 

an express power of the United States in the 

Constitution.37 Under the Supremacy Clause, 

the Act preempts “legal or equitable rights that 

are equivalent to any of the exclusive rights 

within the general scope of copyright . . . and 

come within the subject matter of copyright 

. . . .”38 Claims that involve the “subject matter” 

of copyright may be preempted even if no 

infringement is found.39 So, state law theories 

like breach of contract, unjust enrichment, 
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unfair competition, and similar claims may 

be preempted.40 

Holders of copyrights have exclusive rights to 

their work.41 These include the right to reproduce 

or copy; create derivative works; distribute 

copies by sale, lease, or lending; and publicly 

perform or display the work.42 As relevant to 

computers, unlawfully downloading copyrighted 

material may violate the reproduction right.43 

Even storing copyrighted material temporarily 

in random-access memory (RAM) without 

downloading it may do so, at least where it is 

stored in RAM long enough to be “perceived, 

reproduced, or otherwise communicated for a 

period of more than transitory duration.”44 Thus, 

generative AI’s collection and use of copyrighted 

works for training is the most common starting 

point for those who argue the whole design is 

fundamentally infringing. 

Generative AI Probably Does 
Not Copy Protected Elements 
of the Original Work
Copyright law is limited by statute and by the 

First Amendment to the Constitution, distin-

guishing between ideas and expression, and 

makes only the latter eligible for protection.45 

Whether or not generative AI infringes on 

copyright first requires identifying precisely 

what the software is “copying.” To uphold a 

claim of infringement, the defendant must have 

copied some original element of the plaintiff’s 

work.46 The plaintiffs in Anderson argue that by 

training a computer to produce new works in the 

same style as existing art, generative AI steals 

the collection of techniques and choices that 

constitute the artists’ personal, unique style.47 

Perhaps so, but an artist’s personal, unique 

style is probably not protected. The artist’s 

resulting works may be,48 but the style likely 

is not because “[i]n no case does copyright 

protection for an original work of authorship 

extend to any idea, procedure, process, system, 

method of operation, concept, principle, or 

discovery, regardless of the form in which it is 

described, explained, illustrated, or embodied 

in such work.”49 As another example, a singer’s 

voice is not copyrightable.50 In the context of 

generative AI, if the aspect of the work being 

embedded in the model is limited to the styles or 

ideas behind the creation of the work, there 

probably is no infringement.51

So, whether the work in question is computer 

code, text, visual art, or something else, the 

initial difficulty in declaring infringement seems 

to be that the generative AI model stores only 

relationships between text prompt input and 

creative output. It maps human descriptions of 

works to the elements of works that are mean-

ingful and named by humans. This mapping 

may be more similar to the methods, concepts, 

and principles behind the works than actual 

elements of the works themselves.

Even if the mapping could be said to be 

copying some tangible element of the original 

work, if that element is “inextricably bound” 

or “inseparable” to a non-copyrightable idea, 

then the copying may be permitted.52 In a recent 

case concerning software, Oracle America, Inc. 

argued that the code that labels and organizes 

certain computer tasks was protected by its 

copyright.53 The Supreme Court acknowledged 

that computer code could be protected by 

copyright in general and that Oracle did have 

copyright protection for aspects of its code.54 

However, the particular declaring code at issue 

was mostly organizational in nature, like labeling 

a filing cabinet, and existed for the purpose of 

encouraging third parties to use the code to 

accomplish other non-infringing purposes.55 

Thus, the code was “inherently bound together 

with uncopyrightable ideas” and was “further 

than are most computer programs . . . from the 

core of copyright.”56

The same may be true of other artistic works. 

Even though an artist’s style may be embodied 

in the form and structure of their finished works, 

the rules that define that form and structure 

may be something copyright cannot protect.

None of this suggests that protecting an 

individual’s unique style or a programmer’s 

creativity from automation is a bad idea, just a 

new one. Until now, copying another artist’s style 

was the kind of thing that only another human 

could do, and then only after intensive study 

and practice.57 Today, a cluster of processors 

can dissect the elements of every artist’s style 

simultaneously, in a matter of months, and 

then allow users to easily generate new works 

in those styles. Even if the steps involved are 

“
Until now, copying 

another artist’s 
style was the kind 
of thing that only 
another human 

could do, and then 
only after intensive 
study and practice.

Today, a cluster 
of processors 

can dissect the 
elements of every 

artist’s style 
simultaneously, in 

a matter of months, 
and then allow 
users to easily 

generate new works 
in those styles.

”
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roughly the same, there is a difference in scope 

and speed between a human learning the craft 

of another and a machine learning all crafts of 

all humans all at once.

 

Examining AI Under Fair Use Factors
Even assuming generative AI is copying pro-

tected work, that would not end the analysis. 

Some otherwise infringing activities are pro-

tected as “fair use” under the Act.58 This is an 

affirmative defense to allegations of copyright 

infringement.59 The fair use exclusion specifically 

mentions exemptions for “criticism, comment, 

news reporting, teaching . . . , scholarship, or 

research . . . .”60 These are sometimes treated as 

the archetypal fair use cases and are favored by 

the courts.61 They are not absolute, however.62 

Nor are they intended to be an exhaustive list 

of what can qualify as fair use. Instead, fair 

use is determined on a case-by-case basis 

by examining four factors: (1) the purpose 

and character of the use, including whether 

such use is of a commercial nature or is for a 

nonprofit educational purpose; (2) the nature 

of the copyrighted work; (3) the amount and 

substantiality of the portion used in relation 

to the copyrighted work as a whole; and (4) the 

effect of the use upon the potential market for 

or value of the copyrighted work.63 

The factors may sound vague. That is by de-

sign. The Act tells judges to consider the “purpose 

and character” and “nature” of works without 

defining those terms.64 Rather than providing 

black-and-white rules, Congress intended to 

give the courts great latitude in developing 

the doctrine of fair use through the common 

law process.65 Fair use is an “equitable rule of 

reason,” and outcomes may shift as changes 

in technological and cultural norms modify 

society’s view of what is acceptable. Congress 

believed that the judiciary was uniquely situated 

to determine the rules society will implement to 

govern new technologies that use copyrighted 

works in new ways. The four fair use factors 

and their applicability to generative AI are 

discussed below.

 

Purpose and Character of the Use
Courts applying the first factor consider wheth-

er the use is commercial and whether it is 

“transformative.” Theoretically, commercial 

use weighs against a finding of fair use, because 

the user stands to profit financially from unfair 

exploitation of the copyrighted material.66 In 

many modern cases, commercial use is given 

little weight in the overall analysis.67 Since 

“most secondary uses . . . including nearly all 

of the uses listed in the statutory preamble, 

are commercial[,]” a finding of commercial 

motivation does not have presumptive force.68 

Courts tended to focus instead on whether the 

use was transformative. The more transformative 

a work is, the less significant all of the other 

statutory factors become.69 

In May 2023, the Supreme Court issued 

its opinion in Warhol v. Goldsmith, which 

may represent a shift in the importance of the 

commercial use factor.70 Justice Sotomayor 

joined the conservative justices in writing an 

opinion that narrowly targeted how a particular 

commercial use affects the analysis of the first 

fair use factor in a case between the ghosts of 

pop culture icons.71 In Warhol, the copyright 

holder of a photograph of the late artist Prince 

sued the late artist Andy Warhol’s foundation for 

selling a silkscreen Warhol version of the original 

photograph used in a story about Prince.72 The 

Warhol Foundation argued that the silkscreen 

was transformative because, for example, Warhol 

“conveys the dehumanizing nature of celebrity.”73 

The majority disagreed because the precise 

commercial use at issue was using an image 

of Prince for a magazine article, and this was 

the exact use of the original photograph.74 The 

opinion suggests that the first element of fair 

use may not be answerable for an infringing 

work in general but must be understood in 

the context in which that second work is used. 

Where Warhol’s depictions of copyrighted works 

are displayed in an art gallery for a purpose 

wholly unrelated to the original, like his iconic 

images of soup cans, they are transformative.75 

Thus, we may be at the beginning of a shift in 

the jurisprudence in this area of law in which 

the type of commercial transaction or other use 

becomes more important in fair use analysis.

As noted in Warhol, courts considering 

whether a work is transformative examine 

whether it merely supersedes or supplants the 

original or whether it adds something new, with 

a further purpose or different character, and 

alters the first with a new expression, meaning, or 

message.76 Courts have emphasized that whether 

a work is transformative depends on whether 

it is reasonably perceived as having a new 

meaning and new message, rather than merely 

counting up the number of changes made.77 If 

the meaning and message are not changed, but 

the work is simply translated into a different 

medium, then it is merely a derivative work and 

is still infringing. For example, converting audio 

files into MP3 format is not transformative.78 

There is tension between the exemption for 

transformative work and the creator’s exclusive 

right to derivative works,79 and the line between 

the two is not always clear.80 A film adaptation 

of a book would probably be a derivative work,81 

but creating a digital corpus of scanned copies 

of books to enable a search engine to examine 

them is transformative.82 

Given that the entire point of generative 

AI is to allow users to generate new creative 

works, whether the software transforms the 

training data is a key question. On the one 

hand, because the neural network was derived 

from the training data, one could say that its 

output is “algorithmically derivative” of that 

data.83 The plaintiff in Anderson asserts this in a 

different way, claiming that the models should 

be seen as essentially compression algorithms 

that still contain the original works in some 

sense.84 It is unclear whether this is correct from 

a technical perspective.85 Compression is the 

process of encoding information in fewer bits 

than the original representation.86 The goal of a 

compression algorithm is to reliably reconstruct 

a particular original.87 Unless the starting data is 

totally random, there is likely a way to represent 

it in fewer bits than the raw data itself.88

But, as discussed above, generative AI soft-

ware does not have the inherent ability to reliably 

reproduce its training data. It may come close 

right after machine learning has completed work 

on the original training data. After that, though, 

fine-tuning will begin to distort the patterns 

in the neural network to improve the output.89 

In the hands of the end user, a generative AI 

model does not seek to faithfully reproduce 

one particular original, but rather to create new 

works that may share certain elements with the 
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prior works. Even when asking generative AI to 

generate simple computer code, it replicates code 

from its training data less than 1% of the time.90 

Some users have been able to accomplish a form 

of “compression” using generative AI for images 

with some additional technical work by the end 

user.91 This is a novel form of compression and 

results in distortions not of the kind that would 

be expected from normal lossy (lost information) 

compression techniques.92 Instead of a grainy 

or blurry picture, the “loss” takes the form of 

new or missing elements in the composition, 

changes in shape, or other abstract differences 

in the work.93 This makes sense because the 

model is not trying to encode the exact pixels 

making up an image, but instead encode the 

relationships between certain elements in an 

image and human language.94 The model’s 

goal is not to encode the training data, but to 

encode the relationships between text prompts 

and recognizable elements of the training data.

It is unclear whether those relationships are 

themselves part of the original work that would 

undermine a finding of transformative use. A 

“wholesale taking” of the prior work in its final 

form would not be transformative.95 But, reusing 

visually identical copies of parts of a preexisting 

work might be. In Cariou v. Prince, the Second 

Circuit wrestled with how much preexisting 

photographs needed to be modified before they 

had been transformed in a fair use manner and 

focused on the “use” of the exact prior work “in 

whole or substantial part.”96 If exact copies of a 

portion of the prior work can be repurposed and 

still support a finding of fair use, then mapping 

the relationships between prompts and styles, 

patterns, or objects would also seem to be. The 

generative AI does not seek to cut pictures out 

of a magazine and rearrange them, but rather 

to use the original works as “grist for the mill”97 

to tease out those underlying relationships.

By making these relationships accessible to 

users, generative AI arguably provides otherwise 

unavailable information about the original works. 

A similar argument was upheld as transformative 

in Authors Guild v. Google.98 In that case, Google 

was sued by authors for using their copyrighted 

works to create a software program that allowed 

users to search the content of books online.99 

Google’s digital database also allowed “new 

forms of research, known as text mining and data 

mining,” whereby statistical information on the 

text of books became available for the first time.100 

The Second Circuit had “no doubt that the pur-

pose of this copying is the sort of transformative 

purpose” permitted under fair use.101 It explained 

that the kind of transformations that may still 

infringe tend to be transformations of form only, 

such as translation into a different language, 

dramatization, performing, photocopying, 

abridgment, rebroadcasting, or similar actions.102 

Aggregating data that had not been previously 

aggregated for the purpose of enabling a new 

tool, such as one that searches or analyzes the 

data, was “a highly transformative purpose . 

. . .”103 Creating a searchable database was, in 

the Second Circuit’s view, “a quintessentially 

transformative [fair] use.”104 

It seems difficult to argue that generative AI 

is not transformative under this analysis. This 

software aggregates data about the relationships 

between text and artistic elements or styles, or 

other text. If using a search engine to query or 

summarize existing works is transformative, 

it seems that using a text query to construct a 

new work would be, too.

Under Warhol, moreover, the fact that 

generative AI models have a different purpose 

than the original art suggests that the first 

factor will weigh in favor of fair use. Whatever 

the use of a particular copyrighted piece of 

art may be, it is not to function as a printing 

press that generates different pieces of art. 

Rather, Warhol suggests that this factor would 

not weigh in favor of the original copyright 

at the time a model is created. Instead, the 

infringement analysis might be applied only 

when someone uses generative AI to create 

a work that is independently infringing and 

then uses that new work in an infringing way.
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Nature of the Copyrighted Work
In considering the second factor, courts ask (1) 

whether the nature of the copyrighted work is 

expressive and creative or more factual, and (2) 

whether the work is published or unpublished.105 

The second question likely weighs in favor of fair 

use in the context of generative AI since all of 

the information used for training was publicly 

available online. The former question may apply 

differently depending on the particular model 

in question.

Copyright law offers stronger protection 

to expressive, original, and creative content 

than it does to work containing purely factual 

information.106 The original works described by 

the plaintiffs in Anderson, Doe, and Getty Images 

are probably all creative in nature, which would 

weigh against fair use. But the information used 

to train LLMs may be a mixture of creative and 

non-creative works. Thus, this element may be 

evaluated differently depending on the particular 

case and particular plaintiff. 

Amount and Substantiality 
of the Portion Used 
Courts consider both the quantity and the quality 

of the amount taken from the original work 

when assessing fair use. Generally, the more 

that is taken from the original work, the lower 

the chance that the new work is a fair use. The 

Seventh Circuit has found that where so much 

of the original image was removed that, “as 

with the Cheshire Cat,” only a smile was taken 

from a prior work along with the outline of a 

man’s face, this factor weighed in favor of fair 

use.107 Where a work is copied wholesale, the 

copying may not be fair use, at least where such 

wholesale work was not necessary for purposes 

of the new work.108 On the other hand, if the 

small element taken from the original work 

constitutes the “heart of the work,” that may 

still weigh against fair use.109 	

The question of how much of the original 

work is copied by generative AI is not straightfor-

ward because the plaintiffs in the current trio of 

lawsuits are suing the software in general and not 

the sale or display of a particular infringing new 

work.110 The generative AI is not a printing press 

locked into producing a particular infringing 

work, and even its opponents seem to agree it 

almost never exactly replicates a copyrighted 

work in its training data.111 Until the end user uses 

generative AI to create an allegedly infringing 

work, is there any new work or copy on which 

to base the infringement analysis?

Perhaps. The machine learning process 

probably makes copies of the data, at least 

temporarily, for the purpose of training. But, 

even if an entire work is used for this purpose, 

that may not add weight to the fair use analysis 

if the copying was reasonable and necessary to 

an otherwise proper fair use.112 One example of 

this is creating thumbnails for a search engine.113 

Another example is the process of reverse 

engineering, by which copying is done “solely in 

order to discover . . . the aspects of . . . programs 

that are not protectable by copyright.”114 This 

form of “intermediate copying” can be fair use 

if the copying was “necessary” to gain access 

to the functional elements of the software 

being questioned.115 The process of “reverse 

engineering,” is therefore a fair use and not 

prohibited by the Copyright Act.116 Reverse 

engineering may end up being a good analogy 

for how generative AI functions. Like copying 

computer code to determine the ideas in the 

underlying system, models during training copy 

creative work to determine the underlying ideas 

in the work. The difference may only be what 

hardware is being reverse engineered. Instead of 

reverse engineering computer code, generative 

AI seeks to mimic the operations of a human 

brain that describe art, text, code, or other 

creative works in human language. The models 

are impressive precisely to the extent that they 

can mimic the output of biological intelligence.117 

If it is acceptable to make intermediate copies 

to uncover the hidden algorithms in a computer 

chip, there is no obvious reason why the existing 

law would treat an attempt to uncover the hidden 

workings of the human mind any differently.

Unless, of course, the law evolves to strike 

a different societal balance. Just as a lack of 

copyright in style may be based on how difficult it 

used to be to replicate an artist’s style or singer’s 

voice, decisions favoring reverse engineering 

computer hardware may not have anticipated 

how that would apply to human biological 

hardware. Since the 1950s, computers have 

increasingly encroached on abilities of which 

only we were capable, with one intellectual task 

after another being automated. The further we 

go, the more some of the underlying assumptions 

about the prior law might be subject to new 

scrutiny.

Effect on the Market for the Original Work
The final factor has been described by the courts 

as “undoubtedly the single most important 

element of fair use.”118 In examining the effect 

on the market, courts consider (1) the market for 

“
The original 

works described 
by the plaintiffs in 

Anderson, Doe, 
and Getty Images 

are probably all 
creative in nature, 

which would weigh 
against fair use. But 

the information 
used to train LLMs 
may be a mixture of 

creative and non-
creative works.

”



J U LY/AUG U S T  2 0 2 3     |     C O L OR A D O  L AW Y E R      |      47

the original work; (2) any impact on traditional, 

reasonable, or likely to be developed potential 

markets; and (3) the market for derivative works, 

if any.119 If the new use serves as a substitute 

for or usurps the market for the original, the 

use is less likely to be fair; conversely, uses that 

serve a different purpose or audience are more 

likely to be fair.120 

Widespread adoption of generative AI has 

a practical impact on the market for the kind 

of work product it creates.121 For example, the 

widespread use of ChatGPT’s ability to offer 

intelligent-sounding answers to questions 

appears to have caused a drop in demand for 

online tutoring.122 The same should be true of 

any other industry where the customer’s needs 

are met or perceived to be met by generative 

AI.123 Content farm companies have sprung 

up using LLMs to produce written content en 

masse.124 The most immediately vulnerable 

markets may be those where the customer 

requires content but is tolerant of less specific 

or more generic results. This may include SEO 

content creators, bloggers, advertising, or those 

who use decorative art such as clip art, book 

covers, games, and similar applications.

For now, it appears that generative AI is 

not able to produce output that is better than 

humans who are experts or masters in their 

fields. That does not mean that they will escape 

economic impact, though. Although current 

generative AI still requires human supervision, 

industry commentators suggest it could make 

some creative work “four orders of magnitude 

cheaper,”125 and recent studies have shown a 

14% increase in customer support productivity126 

and a 37% increase in productivity for profes-

sional writing tasks.127 An increase in supply or 

productivity may inevitably lead to a drop in 

prices.128 Whether through increased volume 

of mediocre work produced by generative AI or 

through increased volume from more productive 

creators, it seems inevitable that the volume of 

available creative work will increase. Even if it 

turns out that there is discovered or induced 

demand for the work, that would still entail a 

general drop in price, and thus an economic 

impact.

An increased volume of creative work has 

indirect effects on markets, too, since a flood 

of generated works can impact everyone. For 

example, since LLMs have been unleashed, 

at least one publisher has stopped taking 

submissions because they are drowning in 

AI-generated stories.129 Others may still be 

accepting submissions but are struggling with 

a large influx of generated work.130 Spotify, 

a music streaming service, recently purged 

tens of thousands of AI-generated songs from 

its service, with about 10 times that amount 

remaining.131 As artificially generated content 

threatens to flood its search algorithms, Google 

has announced that it will try to punish using AI 

to manipulate search rankings as a violation of 

its spam policies.132 From the legal perspective, 

while providing pro se litigants with an LLM 

that can produce intelligible prose and help 

people understand the law is laudable, if this 

results in a significant increase in cases filed, 

it may strain an already overworked judiciary.

All that said, if the allegedly infringing use 

is transformative, as it seems to be, then merely 

showing a negative economic impact may not 

be enough to show that the infringing work is 

aiming for the same market as the original.133 

Copyright holders are not guaranteed a market 

for their work.134 Changing technology and 

automation often displace workers in industries 

affected.135 If artists, programmers, and lawyers 

begin to feel the same pinch that previously 

impacted assembly line workers, this pain 

alone may not be enough to muster a copyright 

challenge to their robot competitors. When a new 

use “amounts to mere duplication of the entirety 

of an original, it clearly . . . serves as a market 

replacement for it . . . .”136 But, where the second 

use “is transformative, market substitution is 

at least less certain . . . . ”137 A copyright holder 

“cannot prevent others from . . . developing or 

licensing a market for . . . transformative uses 

of its own creative work.”138

This factor, like the second, may also vary 

based on context. The artists in Anderson will 

have to wrestle with whether the market for the 

unique style of art each one offers is comparable 

to the market for artwork in any style that genera-

tive AI can produce. The programmers in GitHub 

will similarly have to show that the market for 

their programming skills is equivalent to the 

automation CoPilot provides. It is debatable 

whether either the artists or the programmers 

function in the same way that generative AI 

does, quickly producing a simulated creative 

result of any kind based on a short text prompt.

Getty Images presents a closer question. Getty 

Images maintains an online database of stock 

photos and has made those photos searchable 

by text descriptions.139 Customers pay Getty 

Images for access and licenses to use those 

stock photos for their own purposes.140 In terms 

of input and output, Getty Images’ business 

model is remarkably similar to generative AI 

except that, instead of creating the image upon 

request, Getty Images predicts in advance what 

kind of images might be wanted and catalogs 

them for later retrieval.141 Thus, the Getty Images 

lawsuit may present the clearest case of market 

impact and may forecast how courts are likely 

to address this factor.

Other Related Intellectual 
Property Laws
Copyright is probably the major pillar of intellec-

tual property that is implicated by generative AI 

since it is, by its nature, seeking to copy human 

creativity. But some other federal laws are raised 

by the trio of pending lawsuits and might be 

additional areas of interest in generative AI. 

Trademark law can become implicated 

in generative AI when the training data or 

output produces a protected trademark. The 

Lanham Act, trademark’s governing statute, 

prohibits the use of registered trademarks to 

counterfeit, cause confusion of goods or services, 

or deceive.142 It was intended to make “actionable 

the deceptive and misleading use of marks,” and 

“to protect persons engaged in . . . commerce 

against unfair competition . . . .”143 Trademark 

has a fundamentally different purpose from 

copyright and “is concerned with protection 

of the symbols, elements or devices used to 

identify a product in the marketplace and 

to prevent confusion as to its source.”144 It 

protects marks, not any other aspect of the 

work. Trademark infringement does not require 

a showing of willful action,145 only that the 

mark merits protection and that the allegedly 

infringing result is likely to result in consumer 

confusion.146 The Tenth Circuit, however, does 

note that the intent of the alleged infringer is one 
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“nonexhaustive factor” in determining whether 

there is a likelihood of consumer confusion.147 

Getty Images, in its lawsuit, argues that 

sometimes generative AI will reproduce some-

thing similar to the watermark it embeds in all 

of its images,148 and that this is a violation of the 

Lanham Act.149 Because the model does not 

differentiate the pixels making up a watermark 

from any other portion of the image, it may 

inadvertently associate certain text prompts 

with a pattern that resembles a signature or 

watermark. Since the rest of the photographs 

fall under copyright and not trademark,150 

this argument focuses on reproduction of the 

actual mark. But, to violate the Lanham Act, the 

infringing use of the mark must also be likely 

to cause confusion, mistake, or deception.151 It 

does not appear that Stable Diffusion uses Getty 

Images’ watermarks or trademark in its own 

marketing materials, so it is unclear whether 

the fact that it sometimes emerges from user 

input is enough to show that customers are 

confused. It remains to be seen whether any 

customer who is ordering stock photos would 

actually be confused by the warped versions of 

the watermark that sometimes emerge from the 

model. Even if generative AI and Getty Images 

both court the same customers, that alone 

probably does not show confusion. It is possible 

that those customers know the two products are 

unaffiliated and are merely shopping between 

competitors.152 

Additionally, as with state law, a Lanham Act 

claim that overlaps with a copyright claim will 

be preempted by the Copyright Act.153

Another related federal law implicated 

by generative AI is the Digital Millennium 

Copyright Act (DMCA).154 The DMCA prohibits 

removing, altering, or providing false copyright 

information.155 In particular, a third party is 

not allowed to distribute works after removing 

copyright information such as the author, terms 

and conditions for use of the work, identifying 

numbers, or symbols.156 Technology that acts to 

circumvent a technological measure designed 

to protect a copyright may violate the DMCA.157 

So, with respect to images where the watermark 

and other information about the stock photos are 

removed, Getty Images suggests that generative 

AI causes a violation of the DMCA instead of the 

Lanham Act.158 This argument may find difficulty 

for many of the same reasons as those under 

the Copyright Act, namely, that generative AI 

does not reproduce the underlying identical 

copyrighted work stripped of the copyright man-

agement or other information. Rather, it extracts 

the relationships between text descriptions and 

objects or patterns in the training data.

How Can Stakeholders 
Navigate Legal Changes?
Perhaps the only thing that can be said for 

certain about law and generative AI is that it 

presents a major change in the assumptions 

underlying existing law. Existing cases, espe-

cially Authors Guild v. Google and Oracle, seem 

to suggest that the technology is likely to be 

found non-infringing as the law is currently 

constructed. But the Copyright Act and its 

interpreting case law were not developed in a 

world where the human creative process could 

be reverse-engineered and where passable 

creative works could be created by automation. 

The law can and arguably should adapt. When 

technological change renders the literal terms 

of the federal Copyright Act ambiguous, the Act 

must be construed in light of its basic purpose.159 

It is less clear exactly what the new legal 

framework should look like. Putting the genie 

back in the bottle is probably not a realistic 

option. Even if the Ninth or Second Circuit finds 

problems with the way in which the current 

models are trained, that is unlikely to stop the 

technology. The pace of change is such that 

any decision could be irrelevant when issued. 

Different models already exist, operated by 

private individuals160 or companies not currently 

being sued. The plaintiffs in the trio of cases 

pending before the Ninth and Second Circuits 

were only able to file their lawsuits because 

the creators of some of the initial generative 

AI models discussed their training data sets in 

public. Other creators have not been so open 

about where they got their training data, and 

upon seeing those who did get sued, they have 

no incentive to be. Even if details concerning 

how other generative AI models are uncovered 

or general rules are determined by the courts, 

the same technology can be repurposed around 

whatever limitations the court may impose. 

Reputable companies could apply the same 

machine learning techniques to datasets that 

are curated to remove copyrighted material, or 

perhaps pay third parties for the right to use 

their works in training. 

Companies might also seek to use the output 

of the current generative AI systems to train the 

next generation. There is a lot of it. The number 

of works produced artificially in the last year 

may be larger than the original training datasets. 

While good data on the total sum of material 

being produced by generative AI is hard to find, 

Midjourney, a popular image-generating AI, 

has a current user base of 14.5 million161 and 

may be producing about 275,000 images per 

day.162 Dall-E, another image generator, may 

be producing about 2 million per day.163 Even 

without considering other commercial image 

generators or those generating images privately 

using open-source versions of Stable Diffusion 

at home, these figures suggest that within the 

last year or so the volume of AI-generated art 

may have eclipsed large stock image companies’ 

portfolios164 and the original LAION image 

database used for machine learning.165 On the 

LLM side, ChatGPT has 1.16 billion users and 

manages 10 million queries per day, each of 

which is an example of a human conversing with 

the generative AI.166 Whatever the actual num-

bers are, the companies operating generative 

AI already have massive new datasets. Those 

datasets have already been populated with text 

prompts describing images, text, or something 

else. There is plenty of data in the world already 

perfectly organized to train the next generation 

of models. If the original models are found to 

have infringed, would each and every output 

image necessarily also be infringing, and if so, 

how could this be policed?

The task of deciding how this new technology 

fits into society may well fall to the US Congress, 

not the courts.167 And, perhaps it should. There 

is a constituency that is affected by generative 

AI that is not necessarily represented in court 

battles between the companies profiting from 

the technology and the creators whose markets 

they are disrupting: the end users of generative 

AI. The purpose of the Copyright Act is to 

enrich the general public through access to 

creative works.168 The Act strives for a balance 
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between two competing goals: encouraging 

and rewarding authors’ creations while also 

enabling others to build on that work.169 As 

explained by the CEO of Midjourney, part 

of their corporate purpose is to “unlock the 

creativity of ordinary people by giving them tools 

to make beautiful pictures just by describing 

them.”170 This view may be self-serving, but 

that does not necessarily make it incorrect. 

The existence of generative AI allows those 

without training, practice, or skill in creative 

fields to create at least workmanlike artwork, 

music, or writing. Additionally, there is some 

evidence that generative AI most benefits 

low-skilled workers, meaning it might most 

benefit “those who were left behind in the 

previous technological era.”171 Is society best 

served by protecting the value in the work of 

human creators, or by allowing more humans 

to generate creative work more quickly using 

generative AI programs in place of long years 

of study and practice in their craft?

Where technology causes such rapid societal 

change, courts are sometimes reluctant to play 

policymaker.172 When urged by litigants to estab-

lish a national policy concerning open access 

to the Internet, the Ninth Circuit explained:

[T]hat is not our task, and in our quicksilver 

technological environment it doubtless 

would be an idle exercise. The history of 

the Internet is a chronicle of innovation by 

improvisation, from its genesis as a national 

defense research network, to a medium of 

academic exchange, to a hacker cyber-sub-

culture, to the commercial engine for the 

so-called “New Economy.” Like Heraclitus 

at the river, we address the Internet aware 

that courts are ill-suited to fix its flow; 

instead, we draw our bearings from the 

legal landscape, and chart a course by the 

law’s words.173

So too here. Perhaps society’s choices about 

how humans handle creative control over our 

work product should be made not by our courts 

but collectively through our legislatures. 

Conclusion 
Articles concerning the state of the law are 

always vulnerable to being rendered irrelevant 

by new court decisions or legislation, and this 

one is no exception. It seems inevitable that 

there will be court decisions or, more likely, 

legislation that will change how the law interacts 

with this new technology. It is the author’s hope 

that this and subsequent articles will help legal 

practitioners understand the current state of 

the law and what changes might be needed. 

Placing faith in the existing copyright laws is 

likely to be misguided. Generative AI should 

be recognized as disruptive in a way that few 

technologies have been. We, as practitioners, 

should each consider what role we can play 

in helping society decide how to handle the 

disruption. 
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